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Abstract-The integration of robotics, cognitive science, and human-computer interaction (HCI) is driving 

transformative advancements in the field of assistive technologies. This interdisciplinary approach aims to 

enhance the functionality and usability of devices designed to support individuals with disabilities or age- 

related challenges. By combining robotics, which provides physical assistance and automation; cognitive 

science, which offers insights into mental processes and user needs; and HCI, which focuses on optimizing the 

interaction between users and technology, researchers and developers are creating more intuitive and effective 

assistive solutions. This paper explores the synergy among these fields, examining how robotic systems can be 

designed with cognitive principles in mind to improve user experience, and how HCI methodologies can be 

applied to ensure these technologies meet real-world needs. Case studies and recent advancements illustrate 

the potential of this integration, demonstrating how it can lead to more personalized, responsive, and accessible 

assistive devices. The paper concludes with a discussion on future directions, emphasizing the need for 

continued collaboration to address the evolving needs of users. 
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Introduction: 

As robots increasingly become part of everyday environments—such as homes, offices, and 

classrooms—they will need to interact with a diverse range of users, including children and elderly 

individuals who may not have technical expertise [7.9, 10]. This shift necessitates that robots coexist 

and collaborate effectively with these users, prompting a focus in cognitive Human-Robot Interaction 

(HRI) on understanding the mental models people use to interpret and interact with these emerging 

technologies. Researchers in cognitive HRI are investigating how people perceive robots, including 

their reactions to robot appearance and behavior, to enhance the usability of robots by aligning their 

design with human mental models. Additionally, this research seeks to gain insights into human 

cognition and behavior by using robots to test and refine theories of cognitive processes. 

Mental Models of Robots 

Studies in human-computer interaction have demonstrated that people's responses to digital 

technologies often mirror social behaviours typical of human-human interactions [71.14]. It is 

reasonable to expect similar social interpretations of robotic behaviours. Cognitive HRI researchers 

continue to explore how well these social expectations apply to interactions with robots, using insights 

from human social cognition to tailor robotic platforms to user expectations and behaviours. Evaluating 

these platforms involves understanding people's mental models of robots and identifying discrepancies 

between user expectations and robot behaviour that could negatively impact the interaction experience. 

Understanding these mental models helps researchers design robots with behaviours that align better 

with user expectations. 

http://www.ijama.in/


International Journal of Advanced Multidisciplinary Application  

Volume 1 Issue 1 Sep 2024 

 ISSN No: XXXX-XXXX 

www.ijama.in 

P a g e | 19 

 

 

 

 

 
 

Fig. 1 A visual summary of the research activities in cognitive HRI 

 

 
Models Ascribed to Robots 

Research by Turkle et al. [7,5, 6] has investigated how individuals, including children and older adults, 

interpret their interactions with social robots like Kismet, Cog, PARO, Furby, and My Real Baby. These 

studies reveal that people use various mental models—relating to animacy, sociality, affect, and 

consciousness—to make sense of their experiences and relationships with robots. Participants often 

adopt either a scientific-exploratory perspective, viewing robot actions in a detached, mechanistic way, 

or a relational-animistic approach, treating robots as if they were living beings such as pets or babies. 

Interestingly, participants might describe robots as mechanical while interacting with them in a 

nurturing manner, such as comforting a crying My Real Baby [1]. This behavior aligns with earlier 

findings in human-computer interaction (HCI), which suggest that people apply social characteristics 

to computers unconsciously [1,7]. Field studies with the seal-like robot PARO have also shown that 

robots can evoke personal reflections based on past relationships or experiences (e.g., with a grandchild 

or pet), which users use to interpret their interactions with the robots [7,8, 9]. 

Researchers also explore the impact of incorporating specific social schemas into robot design. One 

such schema is anthropomorphism, where human traits are attributed to nonhuman entities. While some 

scholars, such as Nass and Moon [7,17], argue that anthropomorphism can be misleading, others, 

including Duffy [7,20] and Kiesler et al. [21], advocate for its use to enhance robot design by leveraging 

people's tendency to interpret events socially. This approach raises questions about which robot features 

or interaction contexts encourage anthropomorphism and has led to studies on socio-cultural cues, 

behaviors, and task contexts. Kiesler et al. [21] found that people more readily anthropomorphize a 

physically present robot compared to an on-screen agent, and engage more socially with a co-present 

robot. People also anthropomorphize robots that adhere to social conventions (e.g., polite robots) more 

than those that do not [22]. Additionally, individual traits, such as emotional stability and extraversion, 

can influence preferences for robot appearance, with users preferring mechanical-looking robots over 

human-like ones when they have lower emotional stability and extraversion [23]. 

A robot’s human-like appearance can enhance anthropomorphism, though excessive human-likeness 

might lead to the "uncanny valley" phenomenon [25, 26]. The uncanny valley describes a dip in the 

emotional response to robots that are highly human-like but retain some nonhuman characteristics, 

creating discomfort due to mismatches between the robot's appearance and behavior. This effect is 

considered multidimensional, involving various cognitive aspects rather than a simple two-dimensional 

model [27, 28]. Research indicates that discrepancies between different aspects of a robot's appearance 
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and motion can lead to discomfort, as shown by MacDorman et al. [24] and Saygin et al. [29], who used 

fMRI to reveal distinctive responses to these mismatches. Additionally, mismatches in voice and 

appearance—such as a robot with a human voice or a human with a robotic voice—can also increase 

feelings of eeriness [28]. 
 

Fig. 2 An extended notion of the uncanny valley which includes appearance and behavior as significant 

variables 

 

 
Mental Models in Robot Design 

The deliberate inclusion of anthropomorphic schemas in robot design aims to foster user behaviors that 

enhance the robots’ functionality and effectiveness. One prominent example is the application of the 

baby schema—characterized by features such as a soft, rounded form, large eyes, and proto-verbal 

sounds. This design approach can significantly impact how users perceive a robot’s trustworthiness and 

its social integration. For instance, robots designed with baby-like attributes often evoke a sense of 

nurturing and protection from users, facilitating smoother interactions and enhancing the robot’s 

acceptance and effectiveness in assisting tasks [22]. 

Moreover, researchers have observed that roboticists might unintentionally incorporate cultural models 

into their designs, including specific norms of emotional display and culturally rooted perceptions of 

robotics [27]. These cultural models are embedded in the robots through design choices that reflect 

historical, theological, and popular narratives about robots and technology. This integration is critical 

not only for aligning robots with cultural expectations but also for advancing the study of culturally 

situated cognition using robots as stimuli for experimental research. 
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Fig. 71.3 Muu’s big eyes and soft round body are designed according to the baby schema. Using two 

robots that can interact with each other instead of one suggests a relational understanding of agency 

Understanding Mental Models in Interactive Robots 

The exploration of mental models applied to interactive robots has revealed that people often use their 

existing mental frameworks to interpret and interact with these new technologies. This has led to the 

proposition that new ontological categories might be necessary to accommodate the evolving mental 

models of robots [23]. For example, research by Kahn et al. [24] with children and the AIBO robot 

demonstrated that children's interpretations of robots often involve a blend of attributes associated with 

both animate and inanimate objects. This duality reflects a need for new theoretical frameworks to 

understand how interactive robots challenge and expand traditional categories of cognition and 

perception. 

Turkle [25] further argues that interactive robots, which elicit relational responses typically reserved for 

living beings, challenge the authenticity of human-robot relationships. Turkle suggests that a more 

sophisticated conceptualization of robots as autonomous yet inanimate artifacts is necessary. This notion 

implies that robots might require a new ontological category that reflects their unique position between 

the animate and the inanimate, influencing how humans perceive and interact with them. 

Anthropomorphism and Robot Design 

Robots such as Kismet [3], Muu [22], and Infanoid [23] are designed with anthropomorphic features to 

promote human-like interactions. These designs aim to evoke emotional responses similar to those 

experienced with infants or pets, facilitating interactions that resemble caregiver-infant dynamics. This 

approach is particularly useful for encouraging nurturing behavior towards robots, which can be 

beneficial for the robots' learning processes and their ability to perform tasks effectively. 

Additionally, research has shown that a robot’s perceived gender can affect users' expectations of its 

expertise in specific areas. For instance, a study found that a female robot was expected to have more 

knowledge about dating compared to a male robot [24]. This finding highlights how mental models 

related to gender can shape perceptions of a robot’s capabilities and influence user interactions. 
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Fig. 71.4 Kismet’s big round eyes and infant-like vocalizations 

Adapting Mental Models Based on Context 

Users can adapt their mental models of a robot’s capabilities based on contextual information, such as 

the robot’s country of origin or the language it speaks [25]. This adaptability underscores the importance 

of providing relevant background information about robots to shape user expectations and interactions. 

For example, Goetz et al. [26] demonstrated that matching a robot’s personality to its intended task can 

enhance its effectiveness. A serious robot was more successful in motivating users to exercise compared 

to a robot with an entertaining demeanor. This finding emphasizes the role of task-specific personality 

traits in optimizing robot performance. 

Lee et al. [17] focused on how existing utilitarian and relational models of service influence users' 

expectations and interactions with service robots. Users with a utilitarian model preferred compensation 

for service errors, while those with a relational model valued apologies. This distinction illustrates how 

users’ mental models of service impact their satisfaction and expectations regarding robot performance. 

Cross-Cultural Perspectives 

As robots become more prevalent worldwide, researchers are increasingly examining how cultural 

models affect perceptions and interactions with these technologies. Social and behavioral norms vary 

across cultures, which influences how users understand and adopt socially interactive robots. Cross- 

cultural research supports this perspective, with studies showing that users from different cultural 

backgrounds, such as China and the US, respond differently to robots [19]. Further research by Wang 

et al. [20] highlights that cultural norm regarding communication—both explicit and implicit—affect 

how people interact with robots. This research emphasizes the need for culturally aware robot design 

to accommodate diverse user expectations and enhance the effectiveness of robot interactions across 

different cultural contexts. 

In summary, understanding and integrating mental models, anthropomorphic schemas, and cultural 

perspectives are crucial for designing effective and engaging robots. By addressing these factors, 

researchers and designers can create robots that not only meet user needs but also adapt to the complex 

social and cultural dynamics of human-robot interaction. 

Conclusion and Further Reading 
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This chapter has provided a comprehensive overview of research in cognitive human–robot interaction 

(HRI), focusing on the complex processes involved in human-robot communication and collaboration. 

Cognitive HRI aims to deepen our understanding of how humans interact with robots and to design 

robotic systems that possess the cognitive capabilities required for effective interaction with their human 

counterparts. 

Summary of Key Themes 

1. Understanding Human Cognition in HR 

I: Research in this theme explores how humans perceive and mentally model robots, considering them 

as ontological entities. This includes studying social cognition related to robot behaviors and using 

robots as experimental tools to investigate human cognitive development. Insights into human mental 

models of robots help in designing robots that align with users' expectations and improve interaction 

quality. 

2. Simulating Human Cognition in Robots: 

This research theme focuses on developing models that enable robots to simulate human cognitive 

processes. It involves imitating human behavior, interacting with the physical environment, and 

interpreting commands or references from humans. The goal is to equip robots with cognitive abilities 

that enhance their functionality and adaptability in various contexts. 

3. Supporting Human-Robot Joint Activity: 

The final theme addresses the creation of models that facilitate joint activities between humans and 

robots. This includes dialogue-based models, simulation-theoretic approaches, joint-intention 

frameworks, and activity-action planning models. These models enable robots to reason about their 

environment, understand human actions, and plan their own actions to achieve collaborative goals. 

Common Thread 

Across these research themes, a central focus is the integration of human and robot cognitive processes 

into a unified system. This perspective considers both natural and designed cognitive processes and 

how they influence communication and collaboration between humans and robots. By understanding 

and improving these cognitive interactions, researchers aim to enhance the effectiveness and efficiency 

of human-robot partnerships. 

Interdisciplinary Contributions 

Cognitive HRI is a multidisciplinary field that draws from various research domains, including: 

Robotics: For developing and implementing robotic systems. 

Cognitive Science: To understand and model cognitive processes in both humans and robots. 

Social Psychology: To study human behaviors and interactions with robots. 

Communication Studies: For insights into effective communication strategies between humans and 

robots. 

Science and Technology Studies: To examine the societal implications and acceptance of robotic 

technologies. 
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